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Abstract. We investigate the joint evolution of morphologies (bodies)
and controllers (brains) of modular robots for multiple tasks. In partic-
ular, we want to validate an approach based on three premises. First,
the controller is a combination of a user-defined decision tree and evolv-
able/learnable modules, one module for each given task. Second, mor-
phologies and controllers are evolved jointly for each task simultaneously
by a multi-objective evolutionary algorithm. Third, after terminating the
evolutionary process, the brain of the users’ favorite morphology is op-
timized by a learning algorithm applied to the task-specific controller
modules independently.

Keywords: Evolutionary Robotics, Morphological evolution, Controller
evolution, Robot learning, Multi-Objective Optimization, Locomotion

1 Introduction

Evolutionary robotics is a field where evolutionary algorithms are used to evolve
robots. In the early years of the field, the focus was mainly on evolving the
controllers of robots with a fixed morphology [IT/2I], but more recently the
evolution of robot morphologies has been addressed as well [2[T0/26/6].

Much of the existing work is based on evolving bodies and brains for one
task, where acquiring an adequate gait is a popular problem. However, simply
moving around without a goal is not really practical. Functional robots need to
move with purpose, for example, move towards a target in sight. There has been
work done for this targeted locomotion, on robots with fixed morphologies [19]
and robots with evolvable morphologies [T6/T5]. These works however assume
that the robot knows where the target is, and if the target is not in sight it
assumes the target is at the last known position. When it is completely unaware
of where the target is, it will not search for it.

In this work we, consider a practically more relevant case, where the robot
has to 1) find the target and 2) move to the target, and be able to repeat this
for additional targets.

To achieve this, we want to end up with a robot body, that is fully capable to
perform those tasks, together with a controller architecture to move the robot
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and that is a combination of a user-defined decision tree and evolvable brains,
one brain for each given task.

The decision tree is to capture the users’ domain knowledge where the solu-
tion needs not to be evolved, only coded. For instance, IF target-not-in-sight
THEN search-for-it or IF target-in-sight THEN move-towards-it. The evolv-
able modules represent (morphology-dependent) sub-controllers specifying how
that given task can be executed by the given body. Thus, the first research ques-
tion we address is:

Can a multi-objective evolutionary algorithm deliver good bodies for modular
robots for handling two tasks?

Our approach is, in essence, a multi-brain system: one brain for each task,
combined through a decision tree. However, the first research question is focused
on delivering good bodies for robots to handle two tasks regardless of doing the
tasks separately or simultaneously. Hence, the second question we address is:

How much can a secondary learning stage that separately optimizes each task
enhance robot performance in a given morphology?

To this end, we use a two-phase approach, where first the creatures are
evolved to do the tasks simultaneously, and then the creatures learn to do the
two tasks separately. This results in one morphology and two different brains,
one for each task, which can be used in the robot’s controller. Naturally, this pro-
cedure can be extended to an arbitrary number of tasks by creating an additional
number of brains.

2 Background

Locomotion for modular robots is a difficult task, but there has been promising
work with robot locomotion based on Central Pattern Generators (CPGs) [14].
Moreover, a neural network-based approach, for example using HyperNEAT [12],
can be used to evolve good controllers for robot locomotion. For targeted loco-
motion, there are studies focusing on robots with fixed shapes [19]. Lan et al.
propose a method for targeted locomotion of generic shapes by morphologically
evolving the robots [16]. A CPG-based approach was used with a HyperNEAT
generative encoding technique. This study was later extended to follow a moving
target [I5]. In this work, when the target went out of sight of the robot, the robot
assumed the last-known angle towards the target to be the angle towards the
target. These studies showed that a robot can evolve and learn to walk towards
and follow a target.

Considering multiple objectives, the task of the robot influences its morphol-
ogy []. This is especially the case when the tasks are conflicting, and when the
multiple objectives are put into a single function. It is not certain that a single
solution exists for the problems [7], and in a single fitness function, it is difficult



A Multi-Brain Approach for Multiple Tasks in Evolvable Robots 3

to find the correct trade-off between multiple behavioral terms [25]. It is there-
fore preferred to use a multi-objective function, and the NSGA-IT algorithm has
been shown to be a good and fast algorithm for multi-objective functions [20]
[8].

A paper by Lipson et al. shows that when the morphology and brain of
the robot are evolved together, we run into premature convergence, and this is
especially seen in the morphology of the creature [5]. Moreover, when morphology
and brain are evolved together to optimize multiple tasks, this will lead to worse
results than when the creatures are evolved for the tasks separately [3]. Nygaard
et al. try to overcome these convergences with a two-phase approach [22]. First,
the morphology and brain are evolved together. Then, after convergence, the
morphology is fixed and the brain evolves further. This paper shows that after
convergence of evolving the morphology and brain together, the creature can
still perform better when only the brain is evolved further. This is acknowledged
by Eiben and Hart [9], who state that after the evolution of brain and body
together, the brain needs to learn the optimal way to use the body. A paper
by Lessin et al. showed results for an approach to evolve creatures for multiple
objectives [I8]. The robot was initially evolved for a locomotion task, after which
most of the morphology was fixed and other tasks were learned after this. This
was later extended by a method to make the morphology more flexible after the
initial evolution phase [I7]. This differs from our approach by evolving robots
to more specific actions, like turning left and turning right, and by evolving the
robot’s morphology per action instead of by all actions together.

3 Experimental Work

3.1 Phenotypes and Simulation

The robots are simulated on a Gazebo-based simulator Revolve [UE The robot
design is based on RoboGen [I]. There are three different robot modules which
can be used as building blocks for the robots. At first, every robot has one core
component which, when the robot is built in real life, contains the controller
board. This block has four possible connections to other components. Another
component is the fized brick, which has four possible slots to attach other com-
ponents. Lastly, there is an active hinge component and this is the component
responsible for the robot’s movement. It is a joint that can be attached on two
lateral sides. In the simulator the orientation of the robot is a virtual sensor,
if the robot would be built in real life the camera would be located in the core
component of the robot. In Figure [I] an example of robot with its possible com-
ponents is shown.

3.2 Central Pattern Generators

As a controller for the robots, Central Pattern Generators (CPGs) have been
shown to perform well for a task like targeted locomotion. CPGs are neural

! (see Revolve https://github.com/ci-group/revolve)
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Fig. 1: A possible robot from RoboGen. The middle white component is the
core component, the green square components are the fixed brick components,
and the red parts are the active hinge components.

networks that are responsible for the rhythmic movement of animals, without
any sensory information or rhythmic inputs [I4]. Because they are independent of
higher control centers, this reduces time in the motor control loop and reduces the
dimensionality to control movements. This concept is applied to robots, where
CPG models are being used to control the locomotion of robots. In this work,
CPGs are used in the hinges of the robots, with differential oscillators, which
are responsible for rhythmic movement, as its main components. The oscillators
generate patterns by calculating activation levels of neurons x and y shown at the
top of Figure 2] Moreover, there is an output neuron that outputs the value for
the CPG model. For these neurons, the equations for calculating the difference
per time step can be seen in equations |1f and

Ax = wyy + bias, (1)

Ay = wyyx + bias, (2)

The activation functions of the output neurons are tanh functions. The hinges
also affect each other, therefore the CPG components are extended by taking
into account the neurons of neighboring hinges. To be more precise, for each pair
of neighboring hinges the x neurons in the CPG models also have an influence
on each other. Therefore, the activation values for the x and y nodes can be
calculated by the equations in equations [3| and [4]

wi(t) = @it — 1) + Ay (8) + D wy(t —1) % wy, 3)
JEN;
yi(t) = yi(t — 1) + Ay(t) (4)

In these equations, IN; are all neighboring hinges of hinge i, and Az; and Ay;
are calculated from equations 1 and 2. To also take into account the angle from
the robot’s vision direction towards the target, the CPG model is extended with
sensory input as shown in Figure 2] When the angle towards the target is lower
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than «, the target is assumed to be on the left and otherwise on the right. This
has an influence on the actuators, where the left actuators are influenced when
the target is on the left and visa versa. Whether the actuator is on the left or
on the right depends on its lateral position and the direction of the target. An
overview of this approach can be seen at the bottom of Figure

Wy sensory
signal

Sensors Controller Actuators
A 4 "
Camera o Ex — gcnon
@ o £ @ ——| Left Actuators paco
Robot [ v W
Vision L
wy Target
Wx0 y Center 1T
omceSrl s
=
wx
@ 0 Lo @ —|| Right Actuators
o W

Fig.2: Overview of a CPG component with angle towards target taken
into account. When the target is on the left, o is assumed to be lower than
0 and only the left actuators are influenced. Otherwise the right actuators are
influenced.

3.3 HyperNEAT and Compositional Pattern Producing Networks

We use HyperNEAT, which is a hypercube-based encoding to evolve large-scale
neural networks [23]. HyperNEAT is an effective choice when learning the weights
for the CPG controllers for a given task. The idea behind HyperNEAT is that
there is a substrate network, represented by for example a hyper-dimensional
cube, of which the coordinates of a node are used as input for a CPPN. The
CPPN is then evolved using NEAT [24] to find the optimal structure and acti-
vation functions of the CPPN for the problem at hand. For our work, to get the
correct connection weight values, the CPPN will have as input the coordinates
of the source and target CPG component, including a 1 if the target node is an
x-CPG-node, a -1 if it is a y-CPG-node, and 0 if it is an output-CPG-node. The
output of the CPPN is then the weight of the connection.

To evolve and generate the morphology of a robot a second CPPN is used.
This network takes as input the x, y and z coordinates of the possible location
for a module of the robot, and the length towards the core module as well as
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input. The output is the module that is used, hinge, block or no module, and the
rotation of the module. The generation of the robots starts at the core module
with coordinates (0,0,0), and from this module the robot is extended with new
modules dependent on the outputs of the CPPN. This CPPN is also evolved
using NEAT.

3.4 Two-Brain Approach

Other work related to targeted locomotion has mostly focused on only the lo-
comotion part. For example, recent work by Lan et al. [15] showed progress in
making evolvable robots move towards a moving target, but it was the robot’s
only task. When the target was out of sight of the robot, it assumed the latest
known angle towards the target to be the current angle, so there was no specific
task for searching for the target. In this work we aim to add an additional task
to the robot, that enables it to explore its surrounding by rotating in search for
the target. Once the target’s position is known, the robot will switch back to
the task of moving towards the target. To achieve this multi-task behaviour, we
need to evolve and learn robots to do two tasks, rotation and follow target. We
want to end up with a morphology that is able to perform both behaviours well,
alongside two sets of CPG-weights, or two different brains. The two modules
can then be used in the robots controller. The controller starts with the rotation
brain module, and once the target is in sight it will switch to the follow target
brain module. An overview of the controller that will used in this work can be
seen in Figure [3

Phase 1
Evolving Morphology and Brain Together

Morphology
evolved for both
objectives

Brain evolved
for both
objectives

One Controller: Phenotype
Space

1. Initialize robot with “Rotation” brain
2. If angle towards target < threshold:
a.  Switch robot brain to “Follow Target”

3. Iftargetis reached: Phase 2
a. Stop - 1
J Learning

Fig.3: The controller of the robot Brain 7w 9
to end up with. There will be two sets e 5 0 o ﬁ

of CPG-weights, or two brains: one for o vE—"
rotation and one for follow target. The M O
robot will switch brains dependent on Fig. 4: The two-
the angle towards the target.

phase approach to
evolve and learn the robot to do
two tasks. First a robot is evolved for
both objectives, then it learns the two
tasks separately.
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3.5 Two-Phase Approach

The goal is to end up with one morphology alongside two different sets of CPG-
weights for the two tasks, and we will do that using a two-phase approach [22].
First, the morphology of the robot is evolved to do both tasks at the same time.
After that, the morphology of the robot is fixed and we will learn the robot twice.
Once for the rotation task and once for the follow target task. An overview is
given in Figure [4]

Phase 1: Morphology evolution We want to have a morphology that can
perform the two distinct tasks: rotation and follow target. To achieve this we use
a multi-objective algorithm to simultaneously evolve the morphology and brain.
Previous work has shown that the NSGA-II algorithm is a good and fast algo-
rithm for multiple objectives [20]. The NSGA-II algorithm is an elitist genetic
algorithm, which uses non-dominated sorting for selection. A non-dominated so-
lution, in the context of multi-objective optimization, refers to a solution that
cannot be surpassed by any other solution in terms of its performance on any
objective, while maintaining equal or better performance on all other objec-
tives. A front of such non-dominated solutions is called a Pareto-front. In the
NSGA-IT algorithm, there are multiple fronts, where the first front contains all
non-dominated solutions, the second front contains all non-dominated solutions
without the first front, and so on. A selection is made by choosing the solutions
which are on the highest fronts, and ties are decided on crowding distance sort-
ing to ensure diversity. This evolutionary process aims to arrive at a morphology
that is good in doing both tasks, however not yet separately. This morphology
can then be used to make the robot learn the tasks separately.

Phase 2: Task learning The multi-objective evolution of the morphology
alongside the brain (phase 1) results in a brain that is optimized to perform
both objectives simultaneously. However, since our goal is a clear separation
between the desired behaviors, the idea of this phase 2 is to learn a brain for
each task separately. We achieve this by fixing a chosen morphology after phase
1 and optimizing the weights of two randomly initialized copies of its CPG-
brain (Figure [4)). These two sets of CPG-weights are then used by the controller
(Figure to accomplish the execution of multiple separate tasks. Note that
we randomly re-initialize the CPG-weights before the learning step, instead of
keeping the already evolved weights intact. The reason is that by keeping the
evolved CPG-weights, we would need to unlearn the opposing task instead of
learning the desired task, and this would likely need an adjustment of the fitness
function by penalizing the undesired behavior. Instead, the robot learns the
task from scratch by randomly re-initializing the CPG-weights, so there is no
unlearning involved and we can use the same fitness function for both phases.
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3.6 Fitness Functions

There are two tasks for the robots, rotation and follow target, and for both tasks
a separate fitness function is used. The robot should be able to rotate as quickly
as possible to get a full overview of the environment, so for the objective value
of rotation the forward orientation, which is the direction of the robot’s vision,
returned from the Revolve Simulator is used. At every time step the forward
orientation of the robot is compared to the previous orientations, and this is
summed up. This will then result in the total orientation of the robot, and the
goal is to maximise this. The function for this can be seen in equation [5| where
T are all time points during evaluation, and o(t) is the forward orientation at
time point ¢.

rotation = Z lo(t) — o(t — 1) (5)
teT

For the fitness function of the follow target task several factors are taken
into account, and a visualisation can be seen in Figure[5] There, T0 is the start
position of the robot, T'1 the end position and the red dotted line is the line
towards the target. It is important that the robot is moving into the correct
direction, so the distance travelled on the ideal trajectory line is taken into
account, which is the distance between po(zo,%0) and p(z,,y,). Secondly, the
distance between the end point of the robot and the ideal trajectory line is
taken into account, which is the distance between pq(z1,y1) and p(xp,yp) in
Figure |5l It is preferred that the robot moves in a straight line towards the
target, so distance travelled is minimized simultaneously. Hence, the travelled
path is also taken into account, shown in the figure as two different solid red
trajectory lines. Finally, the angle between the optimal direction and travelled
direction is also taken into account, as shown by the difference between 3y and
1. The combination of all this results in equation [6] where € is an infinitesimal
constant, el is the distance on ideal trajectory, e2 is the distance between the
end point of the robot and the ideal trajectory, e3 is total distance travelled, and
¢ is the angle between the optimal direction and travelled direction. Finally, pl

is a penalty weight set to 0.01.

el ( el
e3+e 0+1

followTarget = —pl-e2) (6)

3.7 Experiment Parameters

For phase 1 we use a (u + \) selection mechanism with p= 100 and A= 50 to
update the population which is initially generated randomly. In each generation
50 offspring are produced by selecting 50 pairs of parents through tournament
selection with replacement, creating one child per pair by crossover and mutation
according to the MultiNeat implementation ﬂ Out of the (u + A) solutions p
solutions are selected through NSGA-II selection for the next generation. The

2 (see MultiNeat https://github.com/MultiNEAT /)
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Fig.5: Visualisation of calculating the follow target fitness value. T0
and T'1 are the start and end point of the robot respectively. The red dotted line
is the line towards the target, and the red solid lines are two possible trajectory
lines of the robot.

evolutionary process is terminated after 300 generations and we do a total of 30
runs.

The morphologies for phase 2 are selected among the pareto front of genera-
tion 300 and then the specified objective is learned for additional 200 generations.
For phase 2 the same set of parameters is used, but this time the morphology
of the phenotype is fixed and only the brain weights are evolved for a single
objective, again using MultiNeat.

Table 1: Experiment parameters

[Parameters [1,2% [Description

Population 100, 100 Individuals per generation
Offspring 50, 50 Offspring per generation
Generations 300, 200 Termination condition
Mutation NEAT, NEAT Mutation operator
Crossover NEAT, NEAT Crossover operator

Parent selection |Tournament, Tournament|Parent selection operator
Survivor selection NSGA-II, Tournament Survivor selection operator

Tournament 2,2 Number of individuals used in
size the tournament

Evaluation 50, 50 Duration of the test period per
time fitness evaluation in seconds
Runs 30, 30 Repetitions per experiment

*Values for Phase 1, Phase 2
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4 Results

4.1 Phase 1: Morphology Evolution

With the multi objective evolutionary process using NSGA-II, many individuals
perform well on the objectives at hand. Figure [7] shows that the dominating
morphology of generation 300 is of type snake (Figure@. However, after further
investigation of the behaviour we decide to exclude this phenotype, since it
not only rotates horizontally but also vertically, and a vertical rotation is not
practical with the hardware we are using.

Hence, we decided to proceed by filtering out the snake morphologies. The
other two morphologies we call beyblade (Figure [6a) and fancy (Figure [6b).
Lastly, there is a category other that contains morphologies that are present in
only a very small amount. The distribution shows that the fancy morphology
is mostly good in rotating but not in following the target, whereas the beyblade
scores well for both objectives, though not as high in rotation as fancy. The
rotation score of the beyblade seems good enough for the task, and because
following a target is the more difficult task it makes sense to continue to phase
2 with a beyblade morphology.

1 r

(a) Beyblade Fancy (c) Snake
robot mor- robot mor- robot mor-
phology phology phology

Fig. 6: The three most occurring morphologies after 300 generations of evolution.

4.2 Phase 2: Task Learning

By following the argument of the foregoing section |4.1} we choose the beyblade
morphology that is given by the NSGA-II pareto—front of generation 300, for the
second phase of learning. As explained in section [3.5] the brain weights are reset
to random values, and all morphologies of the beyblade robots are the same.
Therefore, we can pick any beyblade morphology. To this end the morphology
stays fixed and the brain weights are re-initialized and then the two objectives
are learned separately, resulting in two separate brains. In Table [2] the fitness
after 200 generations of learning - using the morphology of generation 300 - is
compared to the fitness of the evolution-only approach, which is extended to
500 generations for a fair comparison. It can be observed that for the rotation



A Multi-Brain Approach for Multiple Tasks in Evolvable Robots 11

snake
o beyblade
o fancy
o other

Rotation

By TR
oigasd
o wﬁi};}fiﬁ

tEeaten e, s ol oo | $
A R s et ot

X3
2

0 1 5 3 7

3 4
Follow Target

Fig. 7: Individuals in Generation 300 of 30 runs. It is observable that the
snake morphology (orange, Figure is dominating the population. The mor-
phology is naturally good for the follow target objective, because of its straight
line shape, and the exploitation of the rotation along its horizontal axis leads to
high scores for rotation as well. However, as we state in section [4.1|it comes with
undesired behavioral trades. Besides the snake morphology, fancy (red, Figure
is very good in rotation although not so good in follow target and other
(green) are potentially better in follow target than rotation. The beyblade (blue,
Figure @ morphology seems to lead to a more diverse distribution, getting de-
cent scores for both objectives. Rotation is given in radians and follow target in
meters.

objective the learning results in a higher fitness, whereas for the learning of the
follow target objective, the single objective learning performs slightly worse than
NSGA-II.

Table 2: Phase 1 results versus phase 2 results. The results of the learning
only approach with NSGA-II (phase 1) after 500 generations versus the separate
learning of each behaviour for 200 generations (phase 2, after 300 generations of
NSGA-II) averaged over 30 runs. It can be seen, that for rotation the learning
leads to a higher overall fitness function while for the follow line objective, the
NSGA-IT approach performs better. The rotation performance is given in radians
and the follow line performance in meters.
l Hevolution only‘evolution + learning‘

rotation 66.38 82

follow line 2.02 0.72

4.3 Combining the tasks

To achieve a more complex search-and-chase behavior we now use the controller
to switch back and forth between the two learned sets of CPG-weights. We
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showcase this by using the beyblade morphology of phase 1, together with the
two best-learned brains of phase 2. These two brains are used in the controller
of the robot (Figure [3]). Figure |8 shows the trajectory of 30 runs for the robot,
as well as the average trajectory. There is one target and its position is at
coordinates (0,5). We estimate the performance of the robot by using the Mean
Absolute Error (MAE) of its trajectory versus the optimal (shortest) trajectory.
The MAE is calculated as MAE = %Zf\; |Robot; — Ideal;|, with N being
the number of data points that are sampled, and Robot and Ideal being the
coordinates of the robot and the optimal trajectory at time-step i. Compared to
the optimal trajectory, the green dotted line, the average trajectory has an MAE
of 0.6, with a standard deviation of 1.3. While none of the individual runs is able
to transition to the target with an optimal, or close to optimal, trajectory all of
them do reach the target. It seems that the robot keeps correcting itself when it
is not going in the right direction, and once the target is reached it stays there.

Figure shows the trajectory of 30 runs for two targets, target 1 is at
coordinates (0,3) and target 2 is at coordinates (3,0). The robot will first search
for the first target and move towards it. Once the first target is reached, it
will search for the second target and move towards it. Compared to the ideal
trajectory the average trajectory has an MAE of 0.9, and the standard deviation
of the trajectories is 1.2. The trajectories again do not seem optimal, but in 27
cases the robot reached both targets. Overshooting the target does not seem to
be a big problem and since more distance is traveled between the starting point
and the first target, the plain average over the trajectories does not reach the
target.

Figure [0] shows the distribution of the MAE of the 30 trajectories for both
the one target scenario and the two target scenario. Both distributions look
similar, as most MAE are between 0.5 and 0.7. This is to be expected, as we
work with the same robot in both scenarios. Figure [10| shows the distribution of
the trajectory length of the 30 trajectories. The lengths are very similar to each
other, except for some outliers. As mentioned before, for the two target scenario
27 were able to reach both targets, meaning 3 of them did not. These are the
outliers between lengths 8 and 12.

5 Discussion

The NSGA-II evolution shows an expected and steady increase in the ability
of the phenotypes to score well on the objectives. Another observation is that
through this process, the diversity among the morphologies is decreasing over
time, and converging to mostly three types of morphologies. A mechanism that
ensures a higher diversity amongst the population could be a great improvement
in this regard.

In phase 2, the learning of the rotation task for the beyblade morphology is
clearly outperforming the NSGA-II performance. However, while the learning
of the rotation objective is even able to outperform the NSGA-II we can not
observe that for the learning of the follow target objective. We hypothesize that
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Fig.8: Trajectories in meters of 30 runs of the resulting beyblade mor-
phology with the learned controller. The trajectories are of a single bey-
blade robot, with its best-learned rotation and follow target brains, starting at
coordinates (0,0). The dark blue line is the average trajectory of the 30 runs and
the other blue lines are the individual runs. The left Figure is in a two target
environment and the right Figure is in a one target environment.

this is because the phenotype has a natural bias for rotation and the rotation
behaviour does not drastically harm the robots abilities to follow the target.
Moreover, another possibility is that the selection pressure is not high enough
and thus the learning algorithm can not keep up with the elitist strategy of
NSGA-II. However, our goal here is not only to outperform NSGA-II in first
place, but also to unlearn the other task. The best morphologies out of the first
phase are able to do both tasks well, but only simultaneously. The resulting
trajectory plots of Figure 8 show as well that on average the robots follow the
target directly. Lastly, it is to point out that we use the same objective functions
for phase 1 and phase 2 in order to have better comparable results. However,
when the goal is a robot that is able to perform the desired tasks as accurately
and separately as possible, a penalty term in phase 2, that penalizes the task
that shall be unlearned has great potential to vastly improve on the resulting
behaviour.

5.1 Future Work

As of now, only the learning for the beyblade morphology is analyzed. In the
future it can be interesting to also apply the two phase approach to the fancy
morphology as well as others. Furthermore, the state-machine controller could be
exchanged by a reward-driven system like reinforcement learning. Another inter-
esting idea would be to test the approach with different or more objectives and
other types of environments. It is also of interest how the learning after genera-
tion 300 would behave without re-initialization of the brain weights, using more
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uation. The average MAE is 0.6 situation. The average MAE is 0.7

Fig.9: Mean Absolute Error distribution of the 30 trajectories

of a Lamarckian approach. Lastly, the forward orientation of the robot, which
is also the potential view field, is not necessarily its direction of movement. The
robot might be moving backwards, sideways or diagonally while facing forward.
We would like to investigate how the enforcing of a forward orientation changes
the phenotype space and behavioural space of the evolution.

6 Conclusion

The first question that we ask is: Can a multi-objective evolutionary algorithm
deliver good bodies for modular robots for handling two tasks? We demonstrate
that this is possible with the two-phase approach. Initially, we evolve a set of
candidate morphologies using the multi-objective NSGA-IT algorithm, and then
we further separate the desired behaviors with a second phase of learning. To
this end, we compare the effects of evolving the phenotypes for the two objec-
tives (follow target and rotation) with only evolving the brain for the specified
objectives separately. We show that using a two-phase approach leads to a better
separation of desired behaviors and an increase in overall fitness performance for
at least one objective. The second question we ask is: How much can a secondary
learning stage that separately optimizes each task enhance robot performance in
a given morphology? By using the evolved morphology of phase 1 and the two
separately learned brains of phase 2, together with a controller that switches be-
tween the brains, we demonstrate that the robot is able to navigate through its
environment while performing the tasks of searching and chasing one or multiple
targets. Videos of the robot can be found on a video playlistﬂ

3 (see shorturl.me/JtySjtH)
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